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Abstract. The estimation of melody trajectories in single-channel poly-
phonic signals is a major field of study in digital signal processing, with
principal applications in audio source separation, automatic music tran-
scription and musical genre identification. The YIN algorithm and one
multiple fundamental frequency estimator are tested using two different
mixtures of harmonic sounds in order to identify advantages and limi-
tations. A strategy is presented as a way to overcome these limitations
and hence improve the accuracy of the estimated pitch trajectories.
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1 Introduction

In general, when most western musical instruments are excited to produce a
note, when viewed in the frequency domain the result is not an isolated frequency
but is rather a series of energy peaks having different frequencies and amplitudes.
The spectral envelope characterized by these components is one of the cues
that human brain uses to distinguish between different instruments, while the
musical note itself can be characterized by its fundamental frequency or perceived
pitch1. Within this harmonic distribution of energy, the fundamental frequency
works as the reference point for generating the rest of the harmonically related
components of the note. However, the fundamental frequency does not always
coincide with the highest peak in magnitude.

The number of fundamental frequencies present in a mixture of sounds is
probably one of the most important parameters that can be used to estimate
the number of sources, and it can also be used to further characterize those
sources individually. Melody trajectories are usually generated when the pitch

1 Despite the fact that Fundamental Frequency is usually considered as feature of
the signal, while Pitch refers more to a perceptual measure, the terms will be used
interchangeable across the article.
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of one or more identified sources is tracked across time. In order to implement an
accurate source separation system for harmonic sounds, a reliable fundamental
frequency estimator has to be used to generate a reliable pitch trajectory for
every source.

Many fundamental frequency estimation methods have been presented [2, 4,
14], both for monophonic and polyphonic signals, and some of them have proven
to be an important preprocessing stage for audio source separation algorithms,
in particular, for those methods concentrated in isolating or extracting harmonic
sounds from single-channel music recordings.

The aim of this article is to give a general review of some established funda-
mental frequency estimators, namely the YIN algorithm [2] and one multipitch
estimator by Duan et. al [4], focussing on their principal features and limita-
tions. Several tests are presented here, using individual and mixed sounds, in
order to reveal interesting characteristics and evaluate their performance. The
contribution of this paper is to present some proposals on how to improve the
accuracy of these algorithms.

2 Fundamental Frequency Estimation in Monophonic
Signals

The problem of estimating fundamental frequencies in audio signals was first
studied in monophonic recordings and was then applied to speech processing
[11]. Since then, many other methods emerged and were specifically designed for
music signals. The vast majority of existing algorithms divide the entire time-
domain representation of the input signal into short portions, called frames, and
then present fundamental frequency estimates for every frame. The so-generated
sequence of pitches can be considered as an appropriate representation of the
melody trajectory [5].

2.1 Classification

Pitch estimators can be grouped into several types according to the main
principle or function that is used to approximate the set of fundamental fre-
quencies. The most common types are listed and explained briefly below.

– Zero-Crossing Rate. This is probably the simplest and most inexpensive
type of pitch estimator, and consists of counting the number of times the
input signal crosses the reference axis (zero level) in order to detect periodic-
ity. Although the method is simple, its results are unreliable when applied to
noisy signals. It also struggles to deliver accurate results for those harmonic
signals where the fundamental partial is not the strongest.

– Autocorrelation. Some of the most frequently used algorithms in pitch
detection are based on autocorrelation functions. Periodicity in this case
is indicated by the maximum of this function. Therefore, autocorrelation
methods select the highest non-zero lag to compute the estimated period [14].
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Algorithms in this category have proven to be relatively robust against issues
caused by noise, but sensitive to particularities in the spectral characteristics
of sounds [5].

– Cepstrum Analysis. Cepstrum-based pitch detectors were the first meth-
ods to be realizable through digital computation and were used as reference
for other algorithms [5]. The cepstrum of the input signal is the inverse
Fourier transform of the logarithm of its power spectrum. A peak-picking
schema is used to find strong peaks within this function which indicates the
underlying periodicity. Cepstral methods normally perform poorly in noisy
environments and frequent octave errors have also been reported. However,
good results have been obtained when dealing with formants in speech pro-
cessing [5].

– Harmonic Matching Methods. This type of algorithm identifies a fun-
damental period by analysing a pattern of spectral peaks in the magnitude
spectrum. When all the relevant peaks are identified, the most likely funda-
mental frequency is found that is consistent with the pattern of the observed
peaks. Some related drawbacks usually emerge when the levels of noise are
high, or when the deviation between ideal harmonics and real partials is also
high.

– Wavelet-based Algorithms. Multiresolution and multi-scale analysis are
techniques that have been also applied to pitch detection. In contrast to
Fourier Analysis, the Wavelet Transform utilizes different resolutions to anal-
yse high and low frequency regions. Hence, it can be considered as a form of
constant Q frequency analysis.

2.2 The YIN Algorithm

One method that has been widely used in several application areas of pitch
detection, is the so-called YIN Algorithm, developed by De Cheveigné et. al.
[2]. It is based on the autocorrelation function and incorporates a number of
modifications that are combined to prevent errors. According to [2], the most
relevant features of the YIN algorithm are presented as follows.

– The error rates were reported to be three times lower than other competing
methods.

– It can be applied to either speech or music signals.
– It is suitable for high-pitched voices or music since there is no upper limit

on the frequency search range.
– The algorithm has a small number of parameters and any fine tuning of them

is not required.

When the YIN algorithm is applied to a non-stationary monophonic signal,
the result is a series of frequency estimates that can be used to construct the
melody trajectory of the sound. Figure 1 shows the estimated melody trajectory
of three different audio signals: a short excerpt of an aria for soprano, a modern
viola playing the note A4 without vibrato, and a clarinet playing five different
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musical notes. The original audio recordings were taken from the Open Air
Anechoic Audio Database [9].

The depicted results show that the estimation of fundamental frequencies
is highly accurate during the sustain of every note. However, some problems
arise during note transitions or silences, where the algorithm produces spurious
peaks of short duration. Considering the pitch trajectory for the soprano voice,
the spurious peaks can be spotted easily, and they correspond to short silences
between different notes. For the clarinet sound, the first and fourth transitions
are also problematic in this sense. On the other hand, it can also be observed
that the algorithm was able to track the vibrato in those sung notes, which is
advantageous if the melody trajectory is going to be used for source separation.

If the YIN algorithm is applied to a mixture of different sounds, i.e. a poly-
phonic signal, additional problems will appear and the estimated trajectory will
not always be accurate. The reason for this failure is that YIN does not perform
multipitch estimation, so the algorithm always assumes that only one source is
present in every frame. Multipitch estimators will be introduced in the following
section.
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Fig. 1. Estimated melody trajectories for different audio signals, using YIN Algorithm
[2]. Singing voice (Upper Chart), Modern viola playing the note A4 (Middle Chart),
Clarinet playing the notes A]4, D]5, G5, A]5, and D]6 (Lower Chart).
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3 Fundamental Frequency Estimation for Polyphonic
Signals

Multiple fundamental frequency estimation algorithms assume that the input
signal x(t) is a mixture of two or more harmonic sources x̃(t) plus a residual
non-harmonic signal z(t). Hence, the model imposed on the input signal can be
expressed by the following equation, after [14].

x(t) = x̃(t) + z(t) ≈
M∑

m=1

Hm∑
h=1

Am,h cos(hωmt+ φm,h) + z(t) (1)

Where Hm is the total number of harmonics to be considered, M is the num-
ber of sources and Am,h is the amplitude of the sinusoidal component associated
with the h-th harmonic of the m-th source. In this way, the multipitch esti-
mation problem consists of estimating the number of sources present and their
fundamental frequencies [14]. The way in which the multipitch estimator han-
dles overlapping harmonics, transients and reverberation, significantly improves
or degrades the accuracy of the results.

3.1 Brief Review of Multipitch Estimation Algorithms

Many multipitch estimation algorithms are used as preprocessing stages for
audio source separation. Some of those most commonly used are discussed below.

In 2003, Klapuri presented an iterative method for multiple fundamental
frequency estimation based on bandpass filtering and spectral cancellation [7].
The pitch associated with the most prominent sound was estimated first and then
its harmonic structure was subtracted from the original mixture, via a spectral
smoothness principle. The cycle was repeated using the residual spectrum in
order to extract a second pitch and continued until the estimated number of
sources in the mixture was reached.

In 2008, a refined approach by Klapuri was presented [8], based on the human
auditory system. The model upon which the method was designed can be de-
scribed as a filter bank that decomposes the original signal into a fixed number of
subbands. To achieve such a decomposition, a Gammatone filter was used. The
obtained results were reported to be satisfactory when compared to other com-
peting algorithms. The proposed system inspired parallel approaches in source
separation techniques, such as [12], where multipitch estimation was used to
guide a set of spectral filters to extract harmonic sources from single-channel
recordings.

Other methods have concentrated on using probabilistic approaches as a way
to select the fundamental frequencies that better explain a given distribution of
partials. The method proposed in [4] models the original spectrum as the com-
bination of two regions: spectral peaks and non-peaks. The signal is broken into
frames and the maximum-likelihood approach is used to estimate the pitches of
the detected harmonic sources. A polyphony estimation method and additional
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refinement stages were also presented. This particular algorithm will be explored
further in Section 3.2.

Bayesian harmonic models were also used in [13] for separating harmonic
sources in single-channel recordings. Multipitch estimation was used as a pre-
processing stage, and it was carried out in two stages. During the first stage,
all fundamental frequencies without octave relations were estimated. Then, the
undetected pitches were resolved within the second stage, based on continuity
of the magnitudes of harmonic partials.

A different approach was presented in [10] where the Continuous Complex
Wavelet Transform (CCWT) was used as a time-frequency representation of the
mixture. A Morlet wavelet was used as a filter bank to decompose the original
signal into several sets of wavelet coefficients, and a novel type of scalogram was
built from the data. According to a set of rules, the most relevant peaks were
chosen and used to estimate the fundamental frequency candidates.

The regularized least-squares was used in [6] as a solution for simultaneous
sparse source selection and parameter estimation. By exploring the block spar-
sity, the algorithm allows the estimation of fundamental frequencies to track a
set of identified sources, without a priori assumptions of the number of har-
monics for each source. The addition of a Bayesian prior probability distribution
and regularization coefficients was considered, in order to efficiently incorporate
both earlier and future blocks in the tracking of frequency estimates.

3.2 Exploring a Multipitch Estimator: A Case Study

The multipitch estimator proposed in [4] has been tested using two types
of audio mixtures. First, a combination of two sounds produced by harmonic
instruments, and then second, some background voices and drums were also
incorporated into the mixture. Here, results are presented and discussed. More-
over, they are the basis for future possible improvements that are proposed in
the following section.

The algorithm by Duan et. al. [4] was previously introduced as a probabilis-
tic approach for fundamental frequency estimation. An implementation of this
algorithm in Matlab is available for research from the author’s webpage [3]. The
supplied code was used during the tests in order to evaluate its accuracy and
reliability as a melody extraction system.

The first test applied Duan’s multipitch estimator to a mixture of two har-
monic sounds. Melody trajectories for these two sounds were individually ob-
tained in previous sections, using the YIN algorithm [2], and presented in Figure
1 (the last two plots). To compare the results of Duan’s multipitch estimator,
the YIN algorithm [2] was also applied to the audio mixture. Final results for
the first test are presented in Figure 2.

Observing the output trajectory generated by YIN, it can be inferred that
the method was unable to completely estimate the pitch associated with the
modern viola. Also, YIN did not detect the pitch trajectory of the clarinet. The
Duan multipitch estimator [3][4], on the other hand, correctly identified the two
sources and their pitch trajectories.
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Fig. 2. Pitch trajectories extracted from a polyphonic audio signal comprising two
musical instruments: Modern Viola and Clarinet. Using YIN Algorithm [2] (Upper
Chart). Using Duan’s Multipitch Estimator [3][4] (Lower Chart).

At this point, the good performance of the multipitch estimator is not really
surprising, because the mixture was a simple mix of two individual harmonic
sounds, and their pitches were selected so they were not in an octave relation.
Furthermore, considering that both instruments were recorded under anechoic
conditions, the levels of reverberation and noise are negligible. Also, the non-
existence of additional background instrumentation reduces significantly the risk
of delivering misleading results.

In order to test the algorithm under more realistic conditions, a second test
was conducted. The same mixture of two harmonic sounds was combined with
background instrumentation consisting of voices and drums. These additional
sounds were taken from the Sixth Community-Based Signal Separation Evalua-
tion Campaign 2015 database [1]. Multipitch estimation, using Duan’s algorithm
[3][4], was applied to the resulting mixture and the extracted pitch trajectories
are shown in Figure 3.

The new estimated melody trajectories indicate that the multipitch estimator
produced misleading estimates for some specific time-domain frames. There are
sections where the algorithm swapped the correct frequency estimates between
the two sources. Further, in other frames, the estimator was unable to detect
correctly the fundamental frequencies of the second instrument.

Unfortunately, most commercial recordings also have significant levels of
background instrumentation and noise, so that, overcoming such issues is an
essential step in enlarging the range of audio recordings that can be processed,
and improving the quality of the estimated sources.
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Fig. 3. Pitch trajectories extracted from a polyphonic audio signal comprising two
musical instruments plus background voices and drums, using Duan’s algorithm [3][4].

4 Challenges and Future Improvements

A possible way to overcome some of the limitations described in the previous
section is by introducing additional stages into the system to assist the multip-
itch estimation algorithm in observing the input signal in an effective way. The
rationale for this is that, a priori, there is no knowledge regarding the signal
content, so that the existing algorithms can be misled by volume differences
between different harmonic and non-harmonic sources. Hence, in theory, it is
necessary to have more than one observation of the same input mixture.

Since multiple observations are not available the only way to provide addi-
tional input is to produce modified versions of the original signal. This should
help in selecting the most reliable frequency estimates for every pitch trajectory.
The stages of the proposed strategy are explained below.

– The original mixed signal is passed through a set of digital high-pass filters,
each one having a different cutoff frequency. As a result, several different
versions of the original audio mixture are generated.

– Multipitch estimation is applied to every filtered version of the input signal
in order to estimate a set of pitch trajectory candidates.

– These trajectories are arranged in a data structure that has the form of a ma-
trix in which the columns follow the frame number and the rows correspond
to the filter used to generate that particular pitch trajectory.

– To evaluate the fundamental frequency estimates in every frame, a measure-
ment of salience is proposed. The process assumes that those frequencies
associated with a real pitch trajectory are supposed to exhibit a clear and
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structured harmonic pattern, while spurious non-harmonic frequency esti-
mates are not suppose to have any structured distribution in the magnitude
spectrum. Therefore, the salience can be measure by calculating the en-
ergy of the first few partials associated with every frequency estimate in the
frame. These result can be used to organize the fundamental frequency can-
didates, and those having the highest energy content are considered as the
most reliable.

– A continuity-based approach can be also considered for error correction dur-
ing melody trajectory estimation. If the multipitch estimator is using a short
frame, it can be assumed that a normal note has to be present across several
adjacent frames. If some unusually rapid change in pitch occurs and it is
shorter than the minimum expected note duration, the related frames can
be labelled as misleading and replaced with values from the data structure,
that preserve the continuity of that particular melody trajectory.

This iterative structure, in which multipitch estimation is applied to differ-
ent versions of the input audio mixture, is a promising alternative to extract
pitch trajectories for harmonic sources in those cases where significant levels of
background instrumentation or noise are present.

The proposed strategy requires control parameters to be defined, for example,
the number of filters that will be used and their corresponding cutoff frequencies.
Also important are the number of partials that will be considered for the salience
measurement and the minimum accepted duration for musical notes. Assigning
adequate values for these parameters will require further research and tests.
Hence, establishing the impact of these parameters on the overall performance
of the system is the essential next step in the work.

5 Conclusions

Multipitch estimation in single-channel recordings has been addressed and
some relevant algorithms were described and tested using different types of audio
inputs. The YIN algorithm and one multipitch estimator by Duan were evaluated
for robustness in principal melody extraction tasks, using recordings of harmonic
instruments, background voices and drums.

The results obtained confirmed the stability of the YIN algorithm as a melody
extraction system for individual harmonic sounds, while Duan’s multipitch es-
timator outperformed the YIN algorithm and delivered positive results for mix-
tures of two different harmonic sounds with unrelated fundamental frequencies.
When background voices and drums were added to the mixture, the estimated
melody trajectories showed swapping errors in some frames, while other sections
were misleadingly estimated.

A strategy was proposed as a possible way to overcome these limitations and
improve melody extraction systems for polyphonic signals. The incorporation of
a set of high-pass digital filters, energy-based evaluation of pitch candidates, and
continuity, are aspects that will be investigated as possible ways of producing
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more reliable multipitch estimation for audio source separation systems and
many other applications.
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